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Abstract

Motivated by (random) lifetimes of electronic components or financial institutions we study
the problem of maximizing the probability that (i) a random variable X is not smaller than
another random object Y and (ii) that X and Y coincide within the class of all random
variables X, Y with given univariate continuous distribution functions F and G, respectively.
We show that the maximization problems correspond to finding copulas maximizing the mass
of the endograph Γ≤(T ) = {(x, y) ∈ [0, 1]2 : y ≤ T (x)} and the graph Γ(T ) = {(x, T (x)) :
x ∈ [0, 1]} of T = G ◦ F−, respectively. After providing simple, copula-based proofs for
the existence of copulas attaining the two maxima mT and wT we generalize the obtained
results to the case of general (not necessarily monotonic) transformations T : [0, 1] → [0, 1]
and derive simple and easily calculable formulas for mT and wT involving the distribution
function FT of T (interpreted as random variable on [0, 1]). The latter are then used to
characterize all non-decreasing transformations T : [0, 1] → [0, 1] for which mT and wT

coincide. A strongly consistent estimator for mT is derived and proven to be asymptotically
normal under very mild regularity conditions. Several examples and graphics illustrate the
main results and falsify some seemingly natural conjectures, an application of some of the
obtained results to the seemingly unrelated topic of relative effects indicates the importance
of the tackled questions.
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1. Introduction

Suppose that F and G are (continuous) distribution functions of two random variables
X and Y modeling, e.g., (i) the default times of financial institutions (see, e.g., [3, 22]) or
(ii) the lifetimes of electronic components (see, e.g., [21]). Especially in the context of (i) the
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marginal distributions might be known or at least be estimated in standard ways, whereas the
joint distribution is often unknown and harder to estimate. In such situations (particularly
in the context of so-called credit default swaps) is seems natural to consider the worst-case
scenario and study bivariate distribution functions H in the Fréchet class HF,G of F,G (the
family of all bivariate distribution functions having marginals F and G) with the following
property: In case (X, Y ) has distribution function H the joint or prior default probability
(i.e. the probability of the events {X = Y } and {X ≥ Y }, respectively) is maximal within
HF,G.

Translating to the class of copulas (see [23] and Section 2), maximizing the afore-mentioned
probabilities means calculating

wT := sup
A∈C

µA(Γ(T )), mT := sup
A∈C

µA(Γ
≤(T )) (1)

where T : [0, 1] → [0, 1] is defined by T = G ◦ F−, F− denotes the quasi-inverse of F ,
Γ(T ) = {(x, T (x)) : x ∈ [0, 1]} the graph of T , Γ≤(T ) = {(x, y) ∈ [0, 1]2 : y ≤ T (x)} the
so-called endograph of T , C the family of all two-dimensional copulas and µA the doubly
stochastic measure corresponding to the copula A ∈ C.

It has been brought to our attention that formulas for the suprema in eq. (1) also
follow from deep and much heavier machinery going back to Rüschendorf in [28]. In the
current paper we provide (a) independent alternative simple, copula-based proofs and show
the existence of copulas B ∈ C attaining the right-hand suprema in (1) (including the fact
that it is possible to choose B completely dependent) and the existence of copulas attaining
the left-hand suprema in (1). Complementing these results, (b) we calculate wT and mT

also for general measurable, not necessarily monotonic transformations T : [0, 1] → [0, 1], (c)
characterize for which non-decreasing T we even have wT = mT and, (d) derive a strongly
consistent estimator for mT and show that the latter is asymptotically normal under mild
regularity conditions.

The rest of the paper is organized as follows: Section 2 gathers some preliminaries and
notations, and proves the afore-mentioned translation of the problem of maximizing the joint
or prior default probability to the copula setting. The main results concerning the calculation
of the maximum probabilities and various related questions are gathered in Sections 3 and
4, whereas in Section 5 we characterize the case wT = mT for non-decreasing T . Section 6
introduces an estimator for mT , shows consistency and studies its asymptotic distribution.
Finally, in Section 7 a real data example is presented that demonstrates the potential of the
obtained results for estimating the relative effect in the presence of dependent data and small
sample sizes. Several examples and graphics illustrate our findings and the chosen approach.

2. Notation and Preliminaries

For every d-dimensional random vector X on a probability space (Ω,A,P) we will write
X ∼ F if X has distribution function (d.f., for short) F and let µF = PX denote the
corresponding distribution on the Borel σ-field B(Rd) of Rd. For every univariate distribution
function F we will let F− denote the quasi-inverse of F , i.e. F−(q) = inf{x ∈ R : F (x) ≥ q}.
Note that for every q ∈ (0, 1) we have F−(q) ≤ x if and only if q ≤ F (x), that for X ∼ F
and F continuous we have F ◦X ∼ U(0, 1), i.e., F ◦X is uniformly distributed on [0, 1], and
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that the random variable F− ◦ F ◦ X coincides with X with probability one. For further
properties of F− we refer, for instance, to [12]. Given univariate distribution functions F and
G, we will let HF,G denote the Fréchet class of F and G, i.e. the family of all two-dimensional
distribution functions having F and G as marginals; PF,G will denote the corresponding class
of probability measures on B(R2). B([0, 1]) and B([0, 1]2) denote the Borel σ-fields on [0, 1]
and [0, 1]2, λ and λ2 the Lebesgue measure on B([0, 1]) and B([0, 1]2) respectively. For every
measurable transformation T : [0, 1] → [0, 1] the push-forward of λ via T will be denoted by
λT , i.e., λT (E) = λ(T−1(E)) for every E ∈ B([0, 1]).

As already mentioned before, C will denote the family of all two-dimensional copulas.
For background on copulas we refer to [8, 26]. M and W will denote the upper and lower
Fréchet-Hoeffding bounds, Π the product copula. d∞ will denote the uniform distance on
C; it is well known that (C, d∞) is a compact metric space and that d∞ is a metrization of
weak convergence in C. For every A ∈ C µA will denote the corresponding doubly stochastic
measure defined via µA([0, x] × [0, y]) = A(x, y) for all x, y ∈ [0, 1] (and extended in the
standard way to B([0, 1]2)), PC the class of all these doubly stochastic measures.

A Markov kernel from R to B(R) is a mapping K : R × B(R) → [0, 1] such that x 7→
K(x,B) is measurable for every fixed B ∈ B(R) and B 7→ K(x,B) is a probability measure
for every fixed x ∈ R. Given real-valued random variables X, Y on (Ω,A,P), a Markov kernel
K : R × B(R) → [0, 1] is called a regular conditional distribution of Y given X if for every
B ∈ B(R)

K(X(ω), B) = E(1B ◦ Y |X)(ω) (2)

holds P-a.s. It is well known that for each pair (X, Y ) of real-valued random variables a
regular conditional distribution K(·, ·) of Y given X exists, that K(·, ·) is unique PX-a.s.
(i.e. unique for PX-almost every x ∈ R) and that K(·, ·) only depends on the distribution
P(X,Y ). Hence, given (X, Y ) ∼ H, we will denote (a version of) the regular conditional
distribution of Y given X by KH(·, ·) and refer to KH(·, ·) simply as Markov kernel of H or
Markov kernel of (X, Y ). Note that for every two-dimensional distribution function H, its
Markov kernel KH(·, ·), and every Borel set G ∈ B(R2) the following disintegration formula
holds (Gx = {y ∈ R : (x, y) ∈ G} denoting the x-section of G for every x ∈ R)∫

R
KH(x,Gx) dλ(x) = µH(G). (3)

For A ∈ C we will directly consider the corresponding Markov kernel KA(·, ·) to be defined
on [0, 1]× B([0, 1]). Considering that in this case eq. (3) implies that∫

[0,1]

KA(x, F ) dλ(x) = λ(F ) (4)

holds for every F ∈ B([0, 1]), and that, additionally, every Markov kernel K : [0, 1] ×
B([0, 1]) → [0, 1] fulfilling eq. (4) obviously induces a unique element µ ∈ PC, it follows
that there is a one-to-one correspondence between C and the family of all Markov kernels
K : [0, 1] × B([0, 1]) → [0, 1] fulfilling eq. (4). Notice that for A ∈ C eq. (4) also implies
that KA(x, {0, 1}) = 0 holds for λ-almost every x ∈ [0, 1], so it is always possible to choose
a (version of the) kernel fulfilling KA(x, {0, 1}) = 0 for every x ∈ [0, 1]. For more details and
properties of conditional expectation, regular conditional distributions, and disintegration
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see [17] and [18], various results underlining the usefulness of the Markov kernel perspective
can be found in [8] and the references therein.

In the sequel T will denote the class of all λ-preserving transformations h : [0, 1] → [0, 1],
i.e., the class of all h fulfilling λh = λ, Tb the subset of all bijective h ∈ T , and Tl the subset
of all piecewise linear, bijective h ∈ T . A copula A ∈ C will be called completely dependent
if and only if there exists h ∈ T such that K(x,E) = 1E(h(x)) is a regular conditional
distribution of A (see [19, 31] for equivalent definitions and main properties). For every
h ∈ T the induced completely dependent copula will be denoted by Ah throughout the rest
of the paper, Cd will denote the family of all completely dependent copulas.

Following [8, 32], for every h ∈ T and every copula A ∈ C we will let Sh(A) ∈ C denote
the (generalized) h-shuffle of A, defined implicitly via the corresponding doubly stochastic
measures by

µSh(A)(E × F ) = µA(h
−1(E)× F ) (5)

for all E,F ∈ B([0, 1]). Notice that Sh(A) is a shuffle in the sense of [6] if h ∈ Tb, and that
for A =M it is a shuffle in the sense of [24] (to which we will refer as classical shuffle in the
sequel) if h ∈ Tl.

We conclude this section with the afore-mentioned translation of the maximization prob-
lems to the copula setting and start with the following lemma which is straightforward to
prove via disintegration and a Dynkin system argument.

Lemma 1. Suppose that F,G are continuous distribution functions, that (X, Y ) has d.f. H ∈
HF,G and copula A, and let KA(·, ·) denote a Markov kernel of A fulfilling KA(x, {0, 1}) = 0
for all x ∈ [0, 1]. Then setting

K
(
x, (−∞, y]

)
:= KA

(
F (x), [0, G(y)]

)
(6)

for all x, y ∈ R defines a Markov kernel K(·, ·) of (X, Y ) ∼ H.

Suppose now that S : R → R is an arbitrary Borel-measurable mapping. In the sequel
we will let Γ(S) and Γ≤(S) denote the graph and the endograph of S respectively, i.e.

Γ(S) = {(x, S(x)) : x ∈ R}, Γ≤(S) = {(x, y) ∈ R2 : y ≤ S(x)}. (7)

Lemma 1 allows to express P(Y ≤ X) as well as P(Y = X) in terms of F,G and the
underlying copula A. In order to prove a more general result and to simplify notation, given
(continuous) F,G and (measurable) S we will write

T := G ◦ S ◦ F− (8)

in the sequel. In general, T is only well-defined on (0, 1) - we will however, directly consider
it as function on [0, 1] by setting T (0) := 0 and T (1) := T (1−) = limx→1− T (x).

Theorem 2. Suppose that X, Y are random variables on (Ω,A,P) with joint distribution
function H, continuous marginals F and G and copula A. Furthermore let S : R → R be an
arbitrary Borel-measurable mapping and define T according to eq. (8). Then the following
identities hold for T := G ◦ S ◦ F−:

P(X,Y )
(
Γ(S)

)
= µA(Γ(T )), P(X,Y )

(
Γ≤(S)

)
= µA(Γ

≤(T )) (9)
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Proof. Using the fact that P(F− ◦F ◦X = X) = 1, change of coordinates, disintegration and
Lemma 1 the second identity can be proved as follows:

P(X,Y )
(
Γ≤(S)

)
=

∫
Ω

KH

(
X(ω), (−∞, S ◦X(ω)]

)
dP(ω)

=

∫
Ω

KA

(
F ◦X(ω), [0, G ◦ S ◦ F− ◦ F ◦X(ω)]

)
dP(ω)

=

∫
[0,1]

KA

(
z, [0, G ◦ S ◦ F−(z)]

)
dPF◦X(z)

=

∫
[0,1]

KA

(
z, [0, T (z)]

)
dλ(z) = µA(Γ

≤(T )).

Working with K
(
X(ω), {S ◦X(ω)}

)
instead of K

(
X(ω), (−∞, S ◦X(ω)]

)
the first identity

P(X,Y )
(
Γ(S)

)
= µA(Γ(T )) follows in the same manner.

3. Maximizing the mass of the endograph and the prior default probability

Suppose that X ∼ F and Y ∼ G model default times and that F,G are continuous.
Considering S = idR then calculating supµ∈PF,G

µ(Γ≤(S)) obviously corresponds to finding
(joint) distributions of (X, Y ) maximizing the probability of a prior or joint default. To
simplify notation in the sequel we will simply refer to the event {Y ≤ X} as ‘prior default’
(of Y ) although {Y ≤ X} corresponds to the prior and joint default. Notice that, setting
ψ(x, y) = x+y and considering the pair (−X, Y ) the afore-mentioned maximization problem
can be considered a special case of the more general situation studied in [10, 11]. Theorem
2 implies

mF,G := sup
µ∈P(F,G)

µ(Γ≤(idR)) = sup
A∈C

µA(Γ
≤(T )) =: mT (10)

as well as
mF,G := inf

µ∈P(F,G)
µ(Γ≤(idR)) = inf

A∈C
µA(Γ

≤(T )) =: mT (11)

whereby T = G ◦ S ◦ F− = G ◦ F−. Since G ◦ F− is non-decreasing it is possible to derive
a simple formula for mT and even construct a dependence structure for which P(Y ≤ X)
coincides with mT . The following result holds:

Theorem 3. Suppose that T : [0, 1] → [0, 1] is non-decreasing. Then we have

mT = sup
A∈C

µA

(
Γ≤(T )

)
= 1 + inf

x∈[0,1]
(T (x)− x). (12)

Moreover, defining R ∈ T by R(x) = x+mT (mod 1), we have µAR
(Γ≤(T )) = mT .

Proof. Considering Γ≤(T ) ⊆ [0, x] × [0, T (x)] ∪ [x, 1] × [0, 1] it follows that µA(Γ
≤(T )) ≤

T (x)+ 1− x holds for every x ∈ [0, 1] and every A ∈ C, which implies that the left-hand side
of (12) is smaller than or equal to the right-hand side.
To prove the reverse inequality set z = infx∈[0,1]

(
T (x) + 1− x

)
. For z = 1 we have T (x) ≥ x

for every x, so taking into account µM(Γ≤(T )) = 1 we are done, and it suffices to consider
z < 1. Compactness of [0, 1] implies the existence of a sequence (xn)n∈N and a point x⋆ ∈ [0, 1]
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such that limn→∞ xn = x⋆ and limn→∞(T (xn) + 1 − xn) = z. Using z < 1 we get x⋆ > 0
and, using monotonicity of T it follows that T (x⋆−) + 1− x⋆ = z. Letting R : [0, 1] → [0, 1]
denote the rotation defined by R(x) = x + z (mod 1), obviously R ∈ T holds. Considering
that for every x ∈ [x⋆ − T (x⋆−), 1] we have (see Figure 1)

R(x) = T (x⋆−)− x⋆ + x = T (x⋆−) + 1− x⋆ − 1 + x

≤ T (x) + 1− x− 1 + x = T (x)

it follows immediately that

µAR
(Γ≤(T )) ≥ 1− (x⋆ − T (x⋆−)) = z = inf

x∈[0,1]

(
T (x) + 1− x

)
,

which completes the proof.

Remark 4. Considering that continuity of T plays no role in Theorem 3, that T has (as
non-decreasing function) at most countably many discontinuities, and that µA(E× [0, 1]) = 0
for every countable set E and A ∈ C we may, w.l.o.g., assume that T is left continuous, in
which case the infimum in eq. (12) is a minimum.

Corollary 5. Suppose that X, Y are random variables with continuous distribution functions
F and G respectively, set T = G◦F− and z := 1+infx∈[0,1](T (x)−x), define R : [0, 1] → [0, 1]
by R(x) = z + x (mod 1), and let AR denote the completely dependent copula induced by R.
Then for (X, Y ) ∼ H ∈ H(F,G) with H(x, y) = AR(F (x), G(y)) we have P(Y ≤ X) = mF,G.

Example 6. Suppose that the default times X and Y are exponentially distributed with
parameters θ1 and θ2, respectively. It is straightforward to verify that in this case T = G◦F−

is given by Tθ(x) = 1− (1− x)θ, where θ = θ2
θ1
. For the case of θ ≥ 1 we have Tθ(x) ≥ x for

every x ∈ [0, 1], so supA∈C µA(Γ
≤(Tθ)) = 1. Remarkably, for the case of θ < 1 the maximal

mass of the endograph of Tθ and the maximal mass of the graph of Tθ coincide. In fact,
applying Theorem 3, on the one hand we get

sup
A∈C

µA

(
Γ≤(Tθ)

)
= 1 + θ

1
1−θ − θ

θ
1−θ .

And on the other hand, according to Theorem 3 and Theorem 4 in [4] (also see [23, 30]) we
have

sup
A∈C

µA(Γ(Tθ)) =

∫
[0,1]

(
1[0,1](f ◦ Tθ) +

1

f ◦ Tθ
1(1,∞)(f ◦ Tθ)

)
dλ (13)

where f denotes the density of λTθ . Since the latter is given by f(x) = 1
θ
(1 − x)

1−θ
θ we get

f ◦ Tθ(x) = 1
θ
(1− x)1−θ and eq. (13) calculates to

sup
A∈C

µA(Γ(Tθ)) =

∫[
0,1−θ

1
1−θ

] 1
1
θ
(1− x)1−θ

dλ(x) + 1−
(
1− θ

1
1−θ

)
= 1− θ

θ
1−θ + θ

1
1−θ

= sup
A∈C

µA

(
Γ≤(Tθ)

)
.

For the special case of θ = 1
2
, which is depicted in Figure 1, we get

sup
A∈C

µA(Γ(T )) = sup
A∈C

µA

(
Γ≤(T )

)
=

3

4
.
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Figure 1: The endograph Γ≤(T ) of the transformation T (x) = 1− (1− x)
1
2 (shaded region) and the support

of the mutually completely dependent copula AR constructed in the proof of Theorem 3 assigning maximum
mass to Γ≤(T ) (blue).

Example 7. Based on Example 6 it might seem natural to conjecture that the equality
supA∈C µA(Γ(T )) = supA∈C µA

(
Γ≤(T )

)
holds for a much bigger class of non-decreasing trans-

formations T fulfilling T (x) ≤ x for every x ∈ [0, 1]. Since counterexamples are easily con-
structed for the case where T is singular (λT (E) > 0 for some E ∈ B([0, 1]) with λ(E) = 0)
and the case where T has discontinuities, the conjecture reduces to strictly increasing, con-
tinuous transformations T . For every n ∈ N the transformation Tn : [0, 1] → [0, 1], defined
by

Tn(x) =


x
2

if x ∈ [0, 1
2
]

x
2
+ x

2
n
√
4x− 2 if x ∈ (1

2
, 3
4
)

−1 + 2x if x ∈ [3
4
, 1]

is easily verified to be homeomorphism with Tn(x) ≤ x for every x ∈ [0, 1] (see Figure 2 for
the case n = 10). Applying Theorem 3 we get supA∈C µA(Γ

≤(T )) = 3
4
, however, either by

graphical arguments or by using Theorem 3 and Theorem 4 in [4] it is straightforward to
verify that limn→∞ supA∈C µA(Γ(Tn)) =

1
2
< 3

4
, so the conjecture is wrong.

Although monotonicity is crucial in the proof of Theorem 3 it is even possible to calculate

m := sup
µ∈P(F,G)

µ(Γ≤(S)) = sup
A∈C

µA(Γ
≤(T ))

for the case of arbitrary measurable (not necessarily monotonic) transformations S : R → R
(as before T := G ◦ S ◦ F−). Letting T : [0, 1] → [0, 1] denote an arbitrary measurable
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Figure 2: The endograph Γ≤(T10) of the transformation T10 from Example 7 (shaded region) and the support
of the mutually completely dependent copula AR constructed in the proof of Theorem 3 assigning maximum
mass to Γ≤(T10) (blue).

transformation, we will now directly concentrate on the quantity

mT := sup
A∈C

µA(Γ
≤(T )) (14)

and prove a simple formula for mT only involving the d.f. FT : [0, 1] → [0, 1] of T , defined by

FT (x) = λT ([0, x]) = λ(T−1([0, x])). (15)

We start with two simple lemmata that will be used in the proof of the main results.

Lemma 8. Suppose that T : [0, 1] → [0, 1] is measurable. Then we have

mT ≤ 1 + inf
y∈[0,1]

(
y − FT (y)

)
= 1 + min

y∈[0,1]

(
y − FT (y)

)
(16)

If T is non-decreasing then we have equality in (16).

Proof. Considering Γ≤(T ) ⊆ [0, 1]×[0, y] ∪ T−1((y, 1])×[0, 1] and using λT ((y, 1]) = 1−FT (y)
we get

µA(Γ
≤(T )) ≤ y + 1− FT (y)

for every y ∈ [0, 1] and every A ∈ C, from which the first inequality follows immediately.
Proving the existence of y⋆ ∈ [0, 1] fulfilling I := infy∈[0,1](y−FT (y)) = y⋆−FT (y

⋆) can be done
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as follows: For every n ∈ N we can find yn ∈ [0, 1] with yn−FT (yn) < I+ 1
2n
. Compactness of

[0, 1] implies the existence of a subsequence (ynj
)j∈N and some y⋆ ∈ [0, 1] with limj→∞ ynj

=
y⋆. If y⋆ = 1 we are done since I = limj→∞(ynj

−FT (ynj
)) = y⋆− limj→∞ FT (ynj

) ≥ y⋆− 1 =
y⋆ − FT (y

⋆). Suppose therefore that y⋆ < 1 and let δ ∈ (0, 1 − y⋆] be arbitrary. Then there
exists an index j0 ∈ N such that ynj

< y⋆ + δ, hence ynj
− FT (ynj

) ≥ ynj
− FT (y

⋆ + δ), holds
for all j ≥ j0. Considering j → ∞ yields I ≥ y⋆ − FT (y

⋆ + δ), hence, using right-continuity
of FT we get I ≥ y⋆ − FT (y

⋆).
Finally, suppose that T is non-decreasing. We want to show that

inf
y∈[0,1]

(y − FT (y)) = inf
x∈[0,1]

(T (x)− x) (17)

It follows directly from the construction that FT ◦T (x) ≥ x holds for every x ∈ [0, 1] implying

inf
y∈[0,1]

(y − FT (y)) ≤ T (x)− FT (T (x)) ≤ T (x)− x

for every x ∈ [0, 1] and hence

mT ≤ 1 + inf
y∈[0,1]

(
y − FT (y)

)
≤ 1 + inf

x∈[0,1]
(T (x)− x) = mT

which completes the proof.

Lemma 9. Suppose that T, T ′ : [0, 1] → [0, 1] are measurable transformations. Then the
following two assertions hold:

1. For D := {x ∈ [0, 1] : T (x) ̸= T ′(x)} we have |mT ′ −mT | ≤ λ(D).

2. If ∆ ∈ [0, 1) and T ′ ≥ T −∆, then mT ′ ≥ mT −∆ holds.

Proof. To prove the first assertion set L := T 1Dc and U := T 1Dc + 1D. Considering that
obviously

µA(Γ
≤(L)) ≤ min

{
µA(Γ

≤(T )), µA(Γ
≤(T ′))

}
≤ max

{
µA(Γ

≤(T )), µA(Γ
≤(T ′))

}
≤ µA(Γ

≤(U))

as well as 0 ≤ µA(Γ
≤(U)) − µA(Γ

≤(L)) = µA(D × [0, 1]) = λ(D) holds for every A ∈ C, the
desired inequality follows immediately.
To prove the second assertion let R∆ : [0, 1] → [0, 1] be defined by R∆(x) = x + ∆(mod 1)
and fix A ∈ C. Since obviously R∆ ∈ T , defining µ(E × F ) = µA(E × R∆(F )) yields a
doubly stochastic measure µ which corresponds to a copula A∆ (which, in turn, is easily
seen to be the transpose of the R∆-shuffle SR∆

(A) of A). Defining T̃ : [0, 1] → [0, 1] by
T̃ (x) = max{T (x)−∆, 0}, T̃ ≤ T ′ follows and, using disintegration, we get

µA∆
(Γ≤(T ′)) ≥ µA∆

(Γ≤(T̃ )) =

∫
T−1([∆,1])

KA∆

(
x, [0, T (x)−∆]

)
dλ(x)

=

∫
T−1([∆,1])

KA

(
x, [∆, T (x)]

)
dλ(x)

=

∫
[0,1]

KA

(
x, [0, T (x)]

)
dλ(x)−

∫
T−1([0,∆))

KA

(
x, [0, T (x)]

)
dλ(x)

9



−
∫
T−1([∆,1])

KA

(
x, [0,∆)

)
dλ(x)

≥ µA(Γ
≤(T ))−

∫
[0,1]

KA

(
x, [0,∆)

)
dλ(x) = µA(Γ

≤(T ))−∆.

Since A ∈ C was arbitrary it follows immediately that mT ′ ≥ mT −∆.

Slightly modifying the ideas in the first Section of [29] it can be shown that for each mea-
surable T : [0, 1] → [0, 1] there exists a non-decreasing function T ⋆ : [0, 1] → [0, 1] (called
the non-decreasing rearrangement of T ) and a λ-preserving transformation φ : [0, 1] → [0, 1]
such that

T ⋆ ◦ φ = T (18)

holds. Based on Lemma 8 we can now prove the following main result of this section:

Theorem 10. Suppose that T : [0, 1] → [0, 1] is measurable. Then we have

mT = 1 + min
x∈[0,1]

(x− FT (x)) = mT ⋆ . (19)

Proof. Letting Uφ : C → C denote the operator studied in [32] and implicitly defined via

KUφ(A)(x,E) = KA(φ(x), E),

and using disintegration as well as change of coordinates we get that

µUφ(A)(Γ
≤(T )) =

∫
[0,1]

KUφ(A)(x, [0, T (x)])dλ(x) =

∫
[0,1]

KA

(
φ(x), [0, T ⋆ ◦ φ(x)]

)
dλ(x)

=

∫
[0,1]

KA

(
z, [0, T ⋆(z)]

)
dλ(z) = µA(Γ

≤(T ⋆)) (20)

holds for every A ∈ C, implying mT ≥ mT ⋆ . Again using T ⋆ ◦ φ = T and the fact that φ is
λ-preserving, it is straightforward to verify that T and T ⋆ have the same d.f., i.e. FT ⋆ = FT

holds. Therefore, applying Lemma 8 yields

1 + min
x∈[0,1]

(x− FT (x)) = 1 + min
x∈[0,1]

(x− FT ⋆(x)) = mT ⋆ ≤ mT ≤ 1 + min
x∈[0,1]

(x− FT (x)), (21)

from which the desired equality mT ⋆ = mT follows immediately.

According to Theorem 3 the completely dependent copula AR ∈ Cd fulfills mT ⋆ =
µAR

(Γ≤(T ⋆)), so eq. (20) implies µUφ(AR)(Γ
≤(T )) = µAR

(Γ≤(T ⋆)) = mT ⋆ = mT . By definition
of Uφ(C) we have

KUφ(AR)(x, F ) = KAR
(φ(x), F ) = 1F (R ◦ φ(x)) = KAR◦φ(x, F ), (22)

so Uφ(AR) coincides with the completely dependent copula AR◦φ and the following corollary
holds:

Corollary 11. Suppose that T : [0, 1] → [0, 1] is measurable. Then there exists a completely
dependent copula Ah ∈ Cd such that µAh

(Γ≤(T )) = mT .
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Having found a simple analytic formula for the maximal mass of Γ≤(T ) we now derive
the analogous result for the minimal mass and set

mT = inf
A∈C

µA(Γ
≤(T )). (23)

Given the aforementioned results, the subsequent corollary does not come as a surprise:

Corollary 12. For every measurable transformation T : [0, 1] → [0, 1] the following equality
holds:

mT = 1−m1−T = max
x∈[0,1]

(x− FT (x−)) = mT ⋆ (24)

Proof. We first concentrate on the strict endograph Γ<(T ), defined by

Γ<(T ) =
{
(x, y) ∈ [0, 1]2 : y < T (x)

}
.

Defining Tn : [0, 1] → [0, 1] by Tn(x) = max{T (x)− 2−n, 0} for every x ∈ [0, 1] and n ∈ N we
obviously have that (Γ≤(Tn))n∈N is monotonically increasing and that Γ<(T ) =

⋃∞
n=1 Γ

≤(Tn).
Lemma 9 yields mTn ≥ mT − 2−n and Corollary 11 implies the existence of a copula An ∈ Cd
with µAn(Γ

≤(Tn)) = mTn . Altogether we get

mTn = µAn(Γ
≤(Tn)) ≤ µAn(Γ

<(T )) ≤ sup
A∈C

µA(Γ
<(T )) ≤ mT ,

so considering n→ ∞ shows that supA∈C µA(Γ
<(T )) = mT . Having this, considering

mT = 1− sup
A∈C

µA

(
Γ<(1− T )

)
= 1−m1−T = − min

x∈[0,1]
(x− F1−T (x)) = max

x∈[0,1]
(x− FT (x−)).

yields eq. (24).

We close this section with two examples - the first one shows that mT is not necessarily
attained whereas the second one focuses on a non-monotonic transformation for which copulas
attaining mT and mT can easily be constructed.

Example 13. For T (x) = x Corollary 12 yields mT = 0. There is, however, no copula
A fulfilling µA(Γ

≤(T )) = 0, i.e. contrary to mT , there are situations, in which mT is not
attained for any copula. Suppose, on the contrary, that A ∈ C fulfills µA(Γ

≤(T )) = 0. Then,
defining h ∈ Tb by h(x) = 1 − x and setting B = Uh(A), we have µB(Γ

≤(1 − T )) = 0, so,
B(x, 1−x) = 0 holds for every x ∈ [0, 1]. The latter implies B = W , which is a contradiction
since µW (Γ≤(1− T )) = 1.

Example 14. For T (x) = 4(x− 1
2
)2 it is straightforward to find a non-decreasing mapping

T ⋆ and a λ-preserving transformation φ such that eq. (18) holds. In fact, defining φ : [0, 1] →
[0, 1] by

φ(x) =

{
1− 2x if x ∈

[
0, 1

2

]
−1 + 2x if x ∈

(
1
2
, 1
]

and considering T ⋆(x) = x2 we immediately get T ⋆ ◦ φ = T . Using eq. (22), and setting
R(x) = x + 3

4
(mod 1), it follows that h = R ◦ φ is λ-preserving and that Ah ∈ Cd fulfills

µAh
(Γ≤(T )) = mT = mT ⋆ = 3

4
. Considering that for Aφ we obviously have µAφ(Γ

≤(T )) = 1,
we get mT = 0 which coincides with maxx∈[0,1](x− FT (x)). Figure 3 depicts the supports of
the copulas Ah and Aφ as well as the endograph of T .
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Figure 3: The endograph Γ≤(T ) of the transformation T from Example 14 (shaded region) as well as the
support of the copulas Ah and Aφ maximizing/minimizing the mass of Γ≤(T ) (blue and magenta lines,
respectively).

4. Maximizing the mass of the graph and the joint default probability

In what follows T : [0, 1] → [0, 1] will denote a general non-decreasing transformation.
Since the values at the (at most countably many) discontinuity points of T are irrelevant for
the maximization problem we will, however, assume that the non-decreasing transformation
T is right-continuous (or left-continuous if this simplifies technical arguments). For every
such T there exists a set ΛT ∈ B([0, 1]) with λ(ΛT ) = 1 such that T is differentiable at every
x ∈ ΛT (see, e.g., [27]). For its derivative T ′, in the sequel we will set T ′(x) = 0 for every
x ∈ Λc

T and directly consider T ′ as integrable function on [0, 1] without explicit mentioning.
Letting νT denote the measure on B([0, 1]) generated by T via νT ((a, b]) = T (b) − T (a), it
follows that T ′ is (a version of) the Radon-Nikodym derivative of the absolutely continuous
component of νT w.r.t. λ (see [27, Chapter 7]). Consequently, for every interval [a, b] ⊆ [0, 1]
we have ∫

[a,b]

T ′dλ =

∫
(a,b]

T ′dλ ≤ T (b−)− T (a) = νT ((a, b)) ≤ νT ([a, b]). (25)

Inequality (25) becomes a chain of equalities for all intervals (a, b] ⊆ [0, 1] if and only if T is
absolutely continuous. Define a new measure ϑ on B([0, 1]) by setting

ϑ(E) =

∫
T−1(E)

T ′dλ. (26)
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For a given interval [a, b] ⊆ [0, 1] we distinguish the following two cases: (i) If the preimage
T−1([a, b]) is of the form [x1, x2] then using ineq. (25) it follows that

ϑ([a, b]) =

∫
T−1([a,b])

T ′dλ =

∫
[x1,x2]

T ′dλ ≤ T (x2)− T (x1) ≤ b− a = λ([a, b])

(ii) If T−1([a, b]) is of the form [x1, x2) then again by ineq. (25) we get

ϑ([a, b]) =

∫
T−1([a,b])

T ′dλ =

∫
[x1,x2)

T ′dλ ≤ T (x2−)− T (x1) ≤ b− a = λ([a, b]).

Having this, the following simple lemma (which will be used in the proof of the main result
of this section) is straightforward to prove:

Lemma 15. Suppose that T : [0, 1] → [0, 1] is right-continuous and non-decreasing and
let ϑ be defined according to eq. (26). Then ϑ(E) ≤ λ(E) holds for every E ∈ B([0, 1]).
In particular, ϑ is absolutely continuous w.r.t. λ and the corresponding Radon-Nikodym
derivative f = dϑ

dλ
fulfills f ≤ 1 λ-a.e.

Proof. Fix E ∈ B([0, 1]) and ∆ > 0. By construction of the Lebesgue measure λ there exists
a family (Ii)i∈N of compact intervals fulfilling E ⊆

⋃∞
i=1 Ii as well as

∑∞
i=1 λ(Ii) ≤ λ(E) +∆.

Using ϑ([a, b]) ≤ λ([a, b]) it follows that

ϑ(E) ≤
∫
T−1(

⋃∞
i=1 Ii)

T ′dλ ≤
∞∑
i=1

∫
T−1(Ii)

T ′dλ ≤
∞∑
i=1

λ(Ii) ≤ λ(E) + ∆,

from which, considering that ∆ > 0 was arbitrary, we immediately get ϑ(E) ≤ λ(E). The
remaining assertions are straightforward consequences of Radon-Nikodym theorem ([27]).

As by-product of the results in [4] we know that for the case of non-singular T (i.e. λT

absolutely continuous w.r.t. λ) there exists a copula A ∈ C such that, firstly,KA(x, {Tx}) > 0
for every x ∈ [0, 1] and, secondly,

sup
B∈C

µB(Γ(T )) = µA(Γ(T ))

holds. If T is not non-singular, there is no copula fulfilling KA(x, {Tx}) > 0 for every
x ∈ [0, 1] - nevertheless it is possible to find a copula AT (we write AT instead of AT to
avoid confusion with completely dependent copulas) assigning maximal mass to Γ(T ) and it
is possible to derive a very simple formula for the maximal mass:

Theorem 16. Suppose that T : [0, 1] → [0, 1] is non-decreasing. Then there exists a copula
AT ∈ C such that the following equality holds:

wT = sup
B∈C

µB(Γ(T )) = µAT (Γ(T )) =

∫
[0,1]

min{T ′(x), 1}dλ(x) (27)
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Proof. We proceed in several steps and set a(x) = min{T ′(x), 1} for every x ∈ [0, 1]. As
first step we show that for every copula A the mapping mA : [0, 1] → [0, 1], defined by
mA(x) = KA(x, {T (x)}), fulfills mA ≤ a λ-a.e. Letting L(mA) denote the set of all Lebesgue
points of mA (see [27]) and setting Λ := ΛT ∩ L(mA) ∩ (0, 1) it follows that λ(Λ) = 1. For
every x ∈ Λ and h > 0 sufficiently small, using disintegration and monotonicity of T we get

1

2h

∫
[x−h,x+h]

mA dλ ≤ 1

2h

∫
[x−h,x+h]

KA

(
t, [T (x− h), T (x+ h)]

)
dλ(t) (28)

≤ 1

2h
µA

(
[0, 1]× [T (x− h), T (x+ h)]

)
=
T (x+ h)− T (x− h)

2h
,

from which, considering h → 0+ we directly get 0 ≤ mA(x) ≤ T ′(x). Since x ∈ Λ was
arbitrary and mA(x) ≤ 1 by construction, the desired inequality mA(x) ≤ a(x) holds for
every x ∈ Λ. As direct consequence we get

sup
B∈C

µB(Γ(T )) ≤
∫
[0,1]

adλ

and the theorem is proved if we can show that there exists a copula AT fulfilling µAT (Γ(T )) =∫
[0,1]

adλ. We distinguish three cases (and, as before, assume w.l.o.g. that T is right-

continuous):
(i) If

∫
[0,1]

a dλ = 1 we get T ′ ≥ 1 a.e. Since T ′ is the Radon-Nikodym derivative of the

absolutely continuous component of the measure νT mentioned at the beginning of this sec-
tion, considering νT ([0, 1]) ≤ 1 it follows that νT is absolutely continuous with density T ′ and
that T ′ = 1 a.e. Hence νT = λ and T = id, and setting AT = M yields the desired result
µAT (Γ(T )) = 1. (ii) The case

∫
[0,1]

a dλ = 0 is trivial since every absolutely continuous copula

A fulfills µA(Γ(T )) = 0. (iii) In the remaining case of
∫
[0,1]

a dλ ∈ (0, 1) we can proceed as

follows: Define a measure µ on B([0, 1]2) by setting

µ(E × F ) =

∫
E

a(x)1F (T (x))dλ(x)

and extending in the standard way ([17, 18, 27]) to full B([0, 1]2). Letting π1, π2 : [0, 1]2 →
[0, 1] denote the projections onto the first and second coordinate, respectively, for every
E ∈ B([0, 1]) we get

µπ1(E) = µ(E × [0, 1]) =

∫
E

a dλ

as well as

µπ2(E) = µ([0, 1]× E) =

∫
[0,1]

a(x)1E(T (x)) dλ(x) =

∫
T−1(E)

a dλ ≤ λ(E),

whereby the last inequality follows from Lemma 15. As direct consequence both µπ1 and µπ2

are absolutely continuous measures whose densities f1, f2 fulfill f1(x), f2(x) ∈ [0, 1] a.e. and
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we have µπ1([0, 1]) = µπ2([0, 1]) = µ([0, 1]2) =
∫
[0,1]

a dλ ∈ (0, 1). Defining F1, F2 : [0, 1] →
[0, 1] by

F1(x) =
x− µπ1([0, x])

1− µπ1([0, 1])
, F2(x) =

x− µπ2([0, x])

1− µπ2([0, 1])

yields absolutely continuous distribution functions F1 and F2 fulfilling F1(0) = F2(0) = 0.
Finally, let R, S : [0, 1]2 → [0, 1] be defined by

R(x1, x2) =
(
1− µπ1([0, 1])

)
F1(x1)F2(x2) (29)

S(x1, x2) = µ
(
[0, x1]× [0, x2]

)
and set AT = R+S. Considering AT (1, 1) = 1 and the fact that R and S are two-dimensional
measure-generating functions by construction, it is now straightforward to show that AT is
a copula. In fact, the property AT (x1, 0) = 0 follows via

AT (x1, 0) = S(x1, 0) = µ([0, x1]× [0, 0]) ≤ µ([0, 1]× [0, 0]) = 0

and the remaining boundary conditions are easily verified too. Since we obviously have
µAT (Γ(T )) = µ(Γ(T )) =

∫
[0,1]

a dλ this completes the proof.

Notice that in the case of
∫
[0,1]

min{T ′(x), 1}dλ(x) ∈ (0, 1) we could have also defined R

by
RC(x1, x2) =

(
1− µπ1([0, 1])

)
C(F1(x1), F2(x2)),

whereby C is an arbitrary (not necessarily absolutely continuous) copula, worked with AT
C =

RC + S and used the fact that in this case µAT
C
(Γ(T )) ≥ µ(Γ(T )) =

∫
[0,1]

a dλ holds. As a

consequence we get the following corollary:

Corollary 17. If T : [0, 1] → [0, 1] is non-decreasing and
∫
[0,1]

min{T ′(x), 1}dλ(x) ∈ (0, 1),

then for every copula C ∈ C there exists a copula AT
C ∈ C such that

sup
B∈C

µB(Γ(T )) = µAT
C
(Γ(T )) =

∫
[0,1]

min{T ′(x), 1}dλ(x). (30)

We now turn to the general problem of calculating

wT = sup
B∈C

µB(Γ(T ))

for general measurable, not necessarily monotonic T : [0, 1] → [0, 1]. Analogous to the case
of mT we first show that rearranging T non decreasingly as T = T ∗ ◦ φ does not change the
maximum mass, i.e., wT = wT ∗ holds. Doing so, we will work with the so-called ⋆-operator
(see [8, Definition 5.4.6]) ⋆ : C2 × C2 → C3, defined by

A ⋆ B(x, y, z) =

∫
[0,y]

∂2A(x, s)∂1B(s, z)dλ(s) (31)

for all x, y, z ∈ [0, 1]. It is straightforward to verify (see [7, 8]) that ⋆ is well-defined, that
for all x, y, z ∈ [0, 1] we have A ⋆ B(x, y, 1) = A(x, y), A ⋆ B(1, y, z) = B(x, y) as well as
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A⋆B(x, 1, z) = A∗B(x, z), where ∗ denotes the star-product going back to [5]. Furthermore,
considering ∂2A(x, s) = ∂1A

t(s, x) it follows immediately that setting

K
13|2
A⋆B(y, E ×G) := KAt(y, E)KB(y,G)

for all y ∈ [0, 1] and E,G ∈ B([0, 1]) and extending in the standard way to B([0, 1]2) defines
a Markov kernel of A⋆B w.r.t. the second coordinate y (see [13] and [25] for Markov kernels

of multivariate copulas). Since K
13|2
A⋆B(y, ·) is the product measure of KAt(y, ·) and KB(y, ·),

applying Fubini’s theorem we get that

K
13|2
A⋆B(y,Ω) =

∫
[0,1]

KB(y,Ωx)KAt(y, dx) (32)

holds for every Ω ∈ B([0, 1]2).

Theorem 18. Suppose that T : [0, 1] → [0, 1] is measurable and, as before, let T ∗ with
T ∗ ◦ φ = T denote the non-decreasing rearrangement of T . Then wT = wT ∗ holds.

Proof. (i) For arbitrary B ∈ C, working with Uφ, using disintegration and change of coordi-
nates we get

µUφ(B)(Γ(T )) =

∫
[0,1]

KB

(
φ(x), {T (x)}

)
dλ(x) =

∫
[0,1]

KB

(
φ(x), {T ∗ ◦ φ(x)}

)
dλ(x)

=

∫
[0,1]

KB

(
z, {T ∗(z)}

)
dλ(z) = µB(Γ(T

∗)),

from which the inequality wT ∗ ≤ wT follows immediately.
(ii) To prove wT ∗ ≥ wT we use the ⋆-operator and proceed as follows. Letting Aφ denote the
completely dependent copula induced by φ, eq. (32) simplifies to

K
13|2
At

φ⋆B
(y,Ω) =

∫
[0,1]

KB(y,Ωx)KAφ(y, dx) =

∫
[0,1]

KB(y,Ωx)dδφ(y)(x) = KB(y,Ωφ(y)). (33)

Considering Ω = Γ(T ∗) we obviously have Ωφ(y) = {T ⋆ ◦ φ(y)} = {T (y)}, so it follows that

K
13|2
At

φ⋆B
(y,Γ(T ⋆)) = KB(y, {T (y)}).

Having this, using disintegration and the fact that At
φ ⋆ B(x, 1, z) = At

φ ∗ B(x, z) altogether
we get

µAt
φ∗B

(
Γ(T ⋆)

)
= µAt

φ⋆B

(
{(x, y, T ⋆(x)) : x, y ∈ [0, 1]}

)
=

∫
[0,1]

K
13|2
At

φ⋆B
(y,Γ(T ⋆))dλ(y)

=

∫
[0,1]

KB(y, {T (y)})dλ(y) = µB(Γ(T )).

Considering the fact that B ∈ C was arbitrary the desired inequality wT ⋆ ≥ wT follows and
the theorem is proved.
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Remark 19. In the proof of Theorem 18 the only properties needed were that φ is λ-
preserving and that we have T ∗ ◦ φ = T - the fact that T ∗ is non-decreasing was not used.
Consequently, for arbitrary measurable S : [0, 1] → [0, 1] and arbitrary λ-preserving φ :
[0, 1] → [0, 1], setting T := S ◦ φ we have wS = wT .

Choosing C = Uφ(A
T ∗
), where AT ∗

denotes the copula maximizing the mass of the graph of
the non-decreasing rearrangement T ∗ of T directly yields the following result.

Corollary 20. For every measurable transformation T : [0, 1] → [0, 1] there exists a copula
C ∈ C fulfilling wT = µC(Γ(T )).

Combining Theorem 18 and Corollary 17 shows that the identity

sup
B∈C

µB(Γ(T )) = wT = wT ∗ =

∫
[0,1]

min
{(
T ∗)′(x), 1

}
dλ(x) (34)

holds for every measurable T . In most situations, however, the integral in eq. (34) is
intractable, in particular since calculating the rearrangement T ∗ itself is a nontrivial endeavor.
Calculating mT for general measurable transformations T in the last section, the cumulative
distribution function FT of T plays an important role - we will show now that the same is
true for wT and derive a very simple formula only involving FT .

Lemma 21. Suppose that T : [0, 1] → [0, 1] is non-decreasing and let FT denote the distri-
bution function of T . Then wT = wFT

holds.

Proof. Let JT denote the set of all discontinuities of T and set IT = {y ∈ [0, 1] : λT ({y}) > 0}.
Then IT and JT are at most countably infinite and for every copula A and y ∈ IT we have
µA(T

−1({y}) × {y})) ≤ µA([0, 1] × {y})) = 0. Setting NT := JT ∩ T−1(IT ) obviously T is
injective on NT and for every A ∈ C we have µA

(
(NT × [0, 1]) ∩ Γ(T )

)
= 0, implying

µA(Γ(T )) = µA

(
(N c

T × [0, 1]) ∩ Γ(T )︸ ︷︷ ︸
=:ΩT

)
.

Letting IFT
, JFT

, NFT
and ΩFT

denote the corresponding sets for FT it is straightforward to
verify that for every (x, y) ∈ [0, 1]2 we have (x, y) ∈ ΩT if, and only if (y, x) ∈ ΩFT

. Having
this the desired result follows easily: In fact, letting A denote a copula with µA(Γ(T )) = wT

and considering the transpose At we immediately get

wT = µA(Γ(T )) = µA(ΩT ) = µAt(QFT
) = µAt(Γ(FT )) ≤ wFT

.

Since the other inequality follows in the same manner the desired equality is proved.

Considering that T and T ∗ have the same distribution function and applying Lemma 21
yields a handier version of eq. (34):

Corollary 22. For every measurable T : [0, 1] → [0, 1] the following equality holds:

sup
B∈C

µB(Γ(T )) = wT = wFT
=

∫
[0,1]

min
{
F ′
T (x), 1

}
dλ(x) (35)
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Notice that in case T : [0, 1] → [0, 1] is non-decreasing and continuous and fulfills T ′ = 0
λ-almost everywhere according to eq. (17) wT = 0, i.e., no copula assigns mass to Γ(T ).
This result is not surprising - considering the fact, however, that in the language of Baire
categories a ‘typical’ monotonic function is singular (as established in [34]) we could infer that
copulas assign no mass to ‘typical’ monotonic functions, which seems quite counterintuitive.
In [4, Theorem 3] it was shown that for every non-singular T : [0, 1] → [0, 1] there exists
a copula A such that the singular component of A is concentrated on Γ(T ) and that we
have KA(x, {T (x)}) > 0 for λ-almost every x ∈ [0, 1]. Based on Theorem 16 and Theorem
18 we can give a necessary and sufficient condition for the existence of a copula A fulfilling
KA(x, {T (x)}) > 0 for every x ∈ [0, 1] in terms of the non-decreasing rearrangement T ∗ of T
and in terms of absolute continuity of FT .

Corollary 23. Suppose that T : [0, 1] → [0, 1] is measurable, let T ∗ denote its non-decreasing
rearrangement and FT its distribution function. Then the following conditions are equivalent:

(a) There exists a copula C fulfilling KC(x, {T (x)}) > 0 for λ-almost every x ∈ [0, 1].

(b) (T ∗)′(x) > 0 for λ-almost every x ∈ [0, 1].

(c) λT is absolutely continuous.

(d) FT is absolutely continuous.

Proof. It is clear that (c) and (d) are equivalent so it suffices to prove (b) ⇒ (a) ⇒ (c) ⇒ (b),
which can be done as follows. (i) Let A be a copula assigning maximum mass to Γ(T ∗) as
constructed in the proof of Theorem 16. LettingKA(·, ·) denote a version of the Markov kernel
of A fulfilling KA(x, {T ∗(x)}) > 0 for λ-almost every x ∈ [0, 1] and considering C = Uφ(A)
we get

KC(x, {T (x)}) = KA(φ(x), {T (x)}) = KA(φ(x), {T ∗ ◦ φ(x)}) > 0, (36)

so (b) implies (a).
The implication (a) ⇒ (c) is a direct consequence of the fact that for every N ∈ B([0, 1])
with λ(N) = 0 and an arbitrary copula C fulfilling (a) we have

0 = λ(N) = µC

(
[0, 1]×N

)
≥ µC

(
T−1(N)×N

)
≥

∫
T−1(N)

KC(x, {T (x)})︸ ︷︷ ︸
>0

dλ(x),

from which λT (N) = 0 follows immediately.
(iii) Simplifying notation set S := T ∗ and suppose now that λS = λT is absolutely continuous.
We want to show that S ′(x) > 0 for λ-almost every x ∈ [0, 1]. Since S is non-decreasing,
considering that λS({y}) = 0 and that S−1({y}) is an interval for every y ∈ [0, 1], it follows
that S−1({y}) is either empty or a degenerated interval consisting of one single point, so
S is necessarily strictly increasing on [0, 1]. Additionally, for every E ⊆ [0, 1] we obviously
have S−1(S(E)) = E. Assume that S(0) = 0 (if S(0) > 0 holds proceed with the function S̃
that coincides with S on (0, 1] and fulfills S̃(0) = 0). Letting f denote the Radon-Nikodym
derivative of λS w.r.t. λ we may w.l.o.g. assume 0 ≤ f(z) < ∞ for every z ∈ [0, 1]. The
function g : [0, 1] → [0, 1], defined by y 7→

∫
[0,y]

fdλ is non-decreasing and fulfills

g(S(x)) = λS([S(0), S(x)]) = λS(S([0, x]) = x. (37)
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Choose Ψ,Λ ∈ B([0, 1]) with λ(Λ) = 1 = λ(Ψ) in such a way that g is differentiable at
every y ∈ Λ and fulfills g′(y) = f(y) and that S is differentiable at every z ∈ Ψ. For every
x ∈ S−1(Λ) ∩Ψ applying the chain rule together with equ. (37) yields

1 = f(S(x))S ′(x),

hence S ′(x) > 0. This completes the proof since λ(S−1(Λ) ∩Ψ) = 1.

Remark 24. Again using the ⋆-operator allows for a direct proof of the implication (a) ⇒ (b)
of Corollary 23: Suppose that E ∈ B([0, 1]) is arbitrary but fixed. Applying eq. (33) to the
set ΓE(T

∗) := {(x, T ∗(x)) : x ∈ E} = Γ(T ∗) ∩ (E × [0, 1]) for every B ∈ C we get

K
13|2
At

φ⋆B
(y,ΓE(T

∗)) = 1E(φ(y))KB(y, {T (y)}),

so, using disintegration

µAt
φ∗B

(
ΓE(T

∗)
)

= µAt
φ⋆B

(
{(x, y, T ∗(x)) : x ∈ E, y ∈ [0, 1]}

)
=

∫
[0,1]

K
13|2
At

φ⋆B
(y,ΓE(T

∗))dλ(y)

=

∫
[0,1]

1E(φ(y))KB(y, {T (y)})dλ(y) =
∫
φ−1(E)

KB(y, {T (y)})dλ(y)

follows. Suppose now that B ∈ C fulfills KB(y, {T (y)}) > 0 for every y ∈ [0, 1]. Using the
fact that φ is λ-preserving we get that µAt

φ∗B
(
ΓE(T

∗)
)
> 0 if, and only if λ(E) > 0. Since for

E := {x ∈ [0, 1] : KAt
φ∗B(x, {T ∗(x)}) = 0} ∈ B([0, 1]) obviously µAt

φ∗B
(
ΓE(T

∗)
)
= 0 holds,

the latter implies λ(E) = 0, so we can find a version of the kernel KC(·, ·) of the copula
C = At

φ ∗ B such that KC(x, {T ⋆(x)}) > 0 holds for λ-almost every x ∈ [0, 1]. Having this,
proceeding analogously to (36) directly yields condition (a). ■

Remark 25. Interestingly, the maximum joint default probability for X and Y equals the
value of their total variation. Recall that the total variation metric TV is defined by

TV(PX ,PY ) := sup
B∈B(R)

|PX(B)− PY (B)|

and fulfills
TV(PX ,PY ) = inf

µ∈P(F,G)
µ({(x, y) ∈ R2 : x ̸= y})

(see, e.g., [15, 20]). Thus, TV(PX ,PY ) = 1−supµ∈P(F,G) µ(Γ(idR)) = 1−wT , i.e., maximizing
the joint default probability means calculating the total variation.

5. When mT and wT coincide

The results in the previous two sections allows to characterize all non-decreasing functions
T : [0, 1] → [0, 1] for which the maximum mass of the graph Γ(T ) and the maximum mass of
the endograph Γ≤(T ) coincide:

Theorem 26. Suppose that T : [0, 1] → [0, 1] is non-decreasing and let ΛT denote the set of
all points at which T is differentiable. Then the following two assertions are equivalent.
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(a) mT = wT .

(b) T (0) = 0 and there exists a point x0 ∈ [0, 1] such that the following conditions hold:

(i) T is absolutely continuous on [0, x0],

(ii) Ω0 := {x ∈ [0, x0] ∩ ΛT : T ′(x) ≤ 1} fulfills λ(Ω0) = x0,

(iii) Ω1 := {x ∈ [x0, 1] ∩ ΛT : T ′(x) ≥ 1} fulfills λ(Ω1) = 1− x0.

Proof. We may, w.l.o.g., assume that T is left-continuous.
(I) Suppose that T fulfills the second assertion. It follows immediately from condition (i)
that for every z ∈ [0, x0] we have T (z) =

∫
[0,z]

T ′dλ, hence, by condition (ii), the mapping

z 7→ T (z)− z =
∫
[0,z]

(T ′−1)dλ is non-increasing on [0, x0] and we have infz∈[0,x0](T (z)− z) =

T (x0) − x0. Additionally, condition (iii) implies that z 7→ T (z) − z is non-decreasing on
[x0, 1], from which, using Theorem 3 we altogether get

sup
B∈C

µB(Γ
≤(T )) = mT = 1 + inf

x∈[0,1]
(T (x)− x) = 1 + T (x0)− x0.

Taking into account that (i)-(iii) also imply∫
[0,1]

min{T ′(x), 1}dλ(x) =
∫
[0,x0]

T ′dλ+

∫
[x0,1]

1dλ = T (x0) + 1− x0

the desired equality mT = wT follows.
(II) On the other hand, if mT = wT holds, then again by Theorem 3, left-continuity of T
and Theorem 16, there exists some x0 ∈ [0, 1] such that

1 + T (x0)− x0 = mT = wT =

∫
[0,1]

min{T ′(x), 1}dλ(x)

holds. Considering
∫
[0,x0]

min{T ′(x), 1}dλ(x) ≤ T (x0)− T (0) ≤ T (x0) together with the fact

that
∫
[x0,1]

min{T ′(x), 1}dλ(x) ≤ 1− x0 it follows immediately that T has to fulfill T (0) = 0

as well as∫
[0,x0]

min{T ′(x), 1}dλ(x) = T (x0),

∫
[x0,1]

min{T ′(x), 1}dλ(x) = 1− x0.

The latter, however, implies that T is absolutely continuous on [0, x0] and that T fulfills (ii)
and (iii).

Considering that every convex function T : [0, 1] → [0, 1] with T (0) = 0 fulfills the properties
listed in condition (b) of Theorem 26 we immediately get the following result:

Corollary 27. If T : [0, 1] → [0, 1] is convex and fulfills T (0) = 0 then mT = wT holds.

According to Corollary 27, given a non-decreasing transformation T : [0, 1] → [0, 1], con-
vexity and T (0) = 0 is sufficient for mT = wT . The two conditions are, however, far from
being necessary - the following example shows that equality can also hold for non-decreasing
transformations that are not even locally convex.
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Example 28. Let Ω ∈ B([0, 1]) denote a set with λ(Ω) = 1
2
such that λ((a, b) ∩ Ω) > 0 and

λ((a, b)∩Ωc) > 0 hold for every non-empty open interval (a, b) ⊆ [0, 1] (for a possible construc-
tion see [14, Lemma 3.1]). Define the function S : [0, 1] → [0, 1] by S(x) =

∫
[0,x]

1Ω(y) dλ(y)

for every x ∈ [0, 1]. Then S is strictly increasing, S(0) = 0, S(1) = 1
2
, S is absolutely contin-

uous and S ′(x) = 1Ω(x) ∈ {0, 1} holds for λ-almost every x ∈ [0, 1] (see [27]). There exists a
unique x0 ∈ (1

2
, 1) fulfilling S(x0) = 1 − x0 <

1
2
and the properties of Ω imply that S is not

convex on any non-degenerated subinterval of [0, 1]. Based on S define a new transformation
T : [0, 1] → [0, 1] by

T (x) =

{
S(x) if x ∈ [0, x0],

x−x0

2(1−x0)
+ S(x) if x ∈ [x0, 1].

It is straightforward to verify that T : [0, 1] → [0, 1] is a strictly increasing homeomorphism
of [0, 1], which fulfills all properties stated in assertion (b) of Theorem 26. T is, however,
obviously not convex on any non-degenerated subinterval of [0, 1] (since its derivative is not
non-decreasing on any non-empty open interval).

Remark 29. Let T : [0, 1] → [0, 1] be non-decreasing and right-continuous, and assume that
T (0) = 0 holds. According to Theorem 26 in order to have mT = wT the transformation T
needs to be absolutely continuous on the interval [0, x0] - on the interval [x0, 1], however, T
(interpreted as univariate measure-generating function) may be also have a non-degenerated
discrete and/or singular component on [x0, 1] as long as T ′ ≥ 1 holds λ-almost everywhere
on [x0, 1].

Remark 30. The proof of Theorem 26 also shows that for non-decreasing T : [0, 1] → [0, 1]
all copulas A with µA(Γ(T )) = mT = wT fulfill the following three conditions:

µA

(
[0, x0]× [0, T (x0)]

)
= µA

(
([0, x0]× [0, 1]) ∩ Γ(T )

)
= T (x0)

µA

(
[x0, 1]× [T (x0), 1]

)
= µA

(
([x0, 1]× [T (x0), 1]) ∩ Γ(T )

)
= 1− x0

µA

(
([x0, 1]× [0, T (x0)]) = 0

Again working with non-decreasing rearrangements and using the previous results yields the
following corollary:

Corollary 31. For every measurable T : [0, 1] → [0, 1] the following two conditions are
equivalent (as before T ∗ denotes the non-decreasing rearrangement and ΛT ∗ ∈ B([0, 1]) the
set of all points at which T ∗ is differentiable):

(a) mT = wT .

(b) T ∗(0) = 0 and there exists some x0 ∈ [0, 1] such that the following two properties hold:

(i) T ∗ is absolutely continuous on [0, x0],

(ii) Ω0 := {x ∈ [0, x0] ∩ ΛT ∗ : (T ⋆)′(x) ≤ 1} fulfills λ(Ω0) = x0,

(iii) Ω1 := {x ∈ [x0, 1] ∩ ΛT ∗ : (T ⋆)′(x) ≥ 1} fulfills λ(Ω1) = 1− x0.
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6. Estimating the maximum probability of a prior default

Throughout this section we assume that F and G are univariate continuous distribution
functions, let T be defined by T := G ◦ F− on (0, 1) and set T (0) = 0 and T (1) = T (1−),
which implies that T is left-continuous on [0, 1]. Notice that for such T there exists some
(not necessarily unique) x ∈ (0, 1] with mT = 1 + T (x) − x. If X1, . . . , Xn and Y1, . . . , Yn
are independent samples of F and G, respectively, then it seems natural to estimate mT by
mTn where Tn = Gn ◦ F−

n and Fn, Gn are the empirical distribution functions corresponding
to X1, . . . , Xn and Y1, . . . , Yn. We are now going to show that mTn is a strongly consistent
estimator for mT and start with the following simple lemma.

Lemma 32. Suppose that F and G are continuous univariate distribution functions. Then
with probability one limn→∞ |Tn(u)− T (u)| = 0 holds for every continuity point u ∈ (0, 1) of
F−. In particular (Tn)n→∞ converges to T λ-almost everywhere.

Proof. Glivenko-Cantelli theorem implies that with probability we have uniform convergence
of (Fn)n∈N to F and of (Gn)n∈N to G. Applying Lemma 21.2 in [33] it follows that for every
continuity point u ∈ (0, 1) of F− we have limn→∞ F−

n (u) = F−(u) from which the desired
result follows by a straightforward application of the triangle inequality.

Theorem 33. Suppose that F and G are continuous distribution functions and let X1, . . . , Xn

and Y1, . . . , Yn be independent samples of F and G, respectively. Then with probability one
we have limn→∞mTn = mT , i.e. mTn is a strongly consistent estimator of mT .

Proof. According to Lemma 32 we may assume that (Tn)n∈N converges to T λ-almost every-
where. (i) Fix ε > 0 and suppose that x ∈ (0, 1] fulfills mT = 1+T (x)−x. Then there exists
some z ∈ (x − ε, x) such that z is a continuity point of F− and according to Lemma 32 we
can find an index n0 ∈ N such that |Tn(z)− T (z)| < ε, hence

mTn ≤ 1 + Tn(z)− z ≤ 1 + T (z) + ε− z ≤ 1 + T (x) + ε− z < 1 + T (x) + ε− x+ ε

= 1 + T (x)− x+ 2ε = mT − 2ε

for every n ≥ n0. Considering that ε > 0 was arbitrary lim supn→∞mTn ≤ mT follows.
(ii) Suppose now that lim infn→∞mTn = mT − 2∆ holds for some ∆ > 0. Without loss of
generality (choose an appropriate subsequence if necessary) we may assume that

lim
n→∞

mTn = mT − 2∆.

Then for every n ∈ N there exists some xn ∈ (0, 1] with 1 + Tn(xn)− xn < mTn + ∆
2
and we

can find an index n0 such that for every n ≥ n0 we have mTn < mT − 3∆
2

and

1 + Tn(xn)− xn < mTn + ∆
2
< mT −∆.

Compactness of [0, 1] implies the existence of a subsequence (xnj
)j∈N with limit x ∈ [0, 1].

Now, choose δ ∈ (0, ∆
4
) so that x − δ is a continuity point of F− and T (x − δ) ≥ T (x) − ∆

4

holds. Choose j0 ∈ N in such a way that nj0 ≥ n0 and that |xnj
− x| ≤ δ for every j ≥ j0.
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According to Lemma 32 we can find another index j1 ∈ N in such a way that nj1 ≥ nj0 and
that |Tnj

(x− δ)− T (x− δ)| ≤ ∆
4
for every j ≥ j1. Then for j ≥ j1 we altogether get

1 + T (x)− x ≤ 1 + T (x− δ) + ∆
4
− x ≤ 1 + Tnj

(x− δ) + ∆
2
− x

≤ 1 + Tnj
(xnj

) + ∆
2
− x ≤ 1 + Tnj

(xnj
) + ∆

2
− xnj

+ ∆
4

< mT −∆+ 3∆
4

= mT − ∆
4
,

a contradiction to the definition of mT . This shows lim infn→∞mTn ≥ mT and the proof is
complete.

As final step we will now show that under mild regularity conditions on T (or, equivalently
on F and G) the estimator mTn is asymptotically normal. To derive asymptotic normality we
will apply the functional Delta method (see [33]) and build upon the following two lemmata,
whereby as in [33] [a, b] ⊆ [−∞,∞] and D([a, b]) will denote the family of all cadlag functions
endowed with the uniform distance ∥ · ∥∞:

Lemma 34. Define ϕ : [a, b]×D[a, b] → R by ϕ(x,G) = G(x) and suppose that G ∈ D[a, b] is
differentiable at x ∈ (a, b). Then ϕ is Hadamard differentiable at (x,G) tangentially to the set
of tuples (h1, h2) ∈ R×D[a, b] where h2 is continuous at x, with derivative ϕ′ : R×D[a, b] → R
fulfilling ϕ′(h1, h2) = h1G

′(x) + h2(x).

Proof. Let h1,t → h1, h2,t → h2 and t → 0 such that x+ th1,t ∈ [a, b] for sufficiently small t.
Then using Taylor’s formula we get

ϕ(x+ th1,t, G+ th2,t)− ϕ(x,G)

t
=

(G+ th2,t)(x+ th1,t)−G(x)

t

=
G(x+ th1,t) + th2,t(x+ th1,t)−G(x)

t

=
G(x) +G′(x)th1,t + o(t)−G(x)

t
+ h2,t(x+ th1,t)

→ G′(x)h1 + h2(x),

where in the last step we used continuity of h2 at x.

Lemma 35. Define ϕ : D[a, b]×D[a, b] → R by ϕ(F,G) = G ◦F−(p), consider p ∈ (0, 1) and
set xp = F−(p) ∈ (a, b). Furthermore let F,G ∈ D[a, b] be differentiable at xp with F ′(xp) > 0.
Then ϕ is Hadamard differentiable at (F,G) tangentially to (h1, h2) ∈ D[a, b]× D[a, b] where
h1 and h2 are continuous at xp, with derivative ϕ′ : D[a, b]× D[a, b] 7→ R fulfilling

ϕ′(h1, h2) = −h1(xp)
G′(xp)

F ′(xp)
+ h2(xp).

Proof. As a consequence of [33, Lemma 21.3], the map ϕ1 : D[a, b] × D[a, b] → R × D[a, b]
defined by ϕ1(F,G) = (F−(p), G) is Hadamard differentiable at (F,G) tangentially to the
set of functions (h1, h2) ∈ D[a, b] × D[a, b] where h1 is continuous at xp, with derivative
ϕ′
1 : D[a, b] × D[a, b] → R × D[a, b] fulfilling ϕ′

1(h1, h2) = (−h1(xp)/F ′(xp), h2). According
to Lemma 34 the map ϕ2 : [a, b] × D[a, b] → R defined by ϕ2(x,G) = G(x) is Hadamard
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differentiable at (F−(p), G) tangentially to the set of tuples (h1, h2) ∈ R×D[a, b] where h2 is
continuous at xp, with derivative ϕ′ : R× D[a, b] → R fulfilling ϕ′(h1, h2) = h1G

′(x) + h2(x).
It hence follows from the Chain rule for Hadamard derivatives (see [33, Theorem 20.9]) that
the transformation ϕ2 ◦ϕ1 is Hadamard differentiable as well, which completes the proof.

Given an interval [a, b] ⊆ R, let D1 denote the set of all restrictions of distribution
functions on R to [a, b], and D2 the subset of D1 consisting of all distribution functions of
probability measures assigning mass 1 to (a, b]. Furthermore let C[a, b] denote the family of
all continuous functions on [a, b]. The following corollary works analogously to Lemma 21.4
in [33].

Corollary 36. 1. Let 0 < p1 < p2 < 1 and let F,G be continuously differentiable on
the interval [a, b] = [F−(p1) − ϵ, F−(p2) + ϵ] for some ϵ > 0, with the derivative of F

being strictly positive. Then ϕ : D1 × D[a, b] → D[0, 1] defined by ϕ(F ,G) = G ◦ F−
is

Hadamard differentiable at (F,G) tangentially to C[a, b]× C[a, b].
2. Let F have compact support [a, b] and let F,G be continuously differentiable on [a, b]

with the derivative of F being strictly positive. Then ϕ : D2×D[a, b] → D[0, 1] defined by

ϕ(F ,G) = G ◦F−
is Hadamard differentiable at (F,G) tangentially to C[a, b]×C[a, b].

In both cases the derivative is the map

(h1, h2) 7→
(
−h1

G′

F ′ + h2

)
◦ F−.

The next result is immediate from [2]:

Lemma 37. Define ϕ : D[0, 1] → R as ϕ(T ) = 1 + infx∈[0,1](T (x) − x). Let T ∈ D[0, 1] be
such that there exists a unique x∗ ∈ (0, 1) with 1 + T (x∗−) − x∗ = 1 + infx∈[0,1] T (x) − x.
Then ϕ is Hadamard differentiable at T tangentially to the set of functions h ∈ C[0, 1] with
derivative ϕ′ : C[0, 1] → R given by ϕ′(h) = h(x∗).

We now show that under mild regularity conditions on T (or, equivalently on F and G)
the estimator mTn is asymptotically normal.:

Theorem 38. Let Fn and Gn be the empirical distribution functions of two independent ran-
dom samples X1, . . . , Xn and Y1, . . . , Yn from (absolutely continuous) distribution functions F
and G, respectively and let T = G◦F−. If T is such that there exists a unique p∗ ∈ [0, 1] with
T (p∗−)−p∗ = infx∈[0,1] T (x)−x and F,G are such as in Corollary 36, then for Tn = Gn◦F−

n ,

√
n
(
inf
x
(Tn(x)− x)− inf

x
(T (x)− x)

)
is asymptotically normal with mean 0 and variance

(G′)2(xp∗)

(F ′)2(xp∗)
p∗(1− p∗) +G(xp∗)(1−G(xp∗))

where xp∗ = F−(p∗).
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Proof. According to Donsker’s Theorem (see [33]) (Gn,F ,Gn,G) =
√
n(Fn − F,Gn −G) con-

verges in distribution to (GF ,GG) in the space D[−∞,∞] × D[−∞,∞], for a pair of inde-
pendent Brownian Bridges GF and GG. The sample paths of the two limit processes are
continuous, since both, F and G, are continuous. By Corollary 36, Lemma 37 and the
Chain Rule for Hadamard derivatives ϕ(F,G) = 1 + infx∈[0,1](G ◦ F−(x) − x) is Hadamard
differentiable tangentially to the range of the limit processes. Applying the functional delta
method yields that the sequence

√
n(infx(Tn(x)−x)−infx(T (x)−x)) is asymptotically equiv-

alent to the derivative of ϕ evaluated at (Gn,F ,Gn,G), i.e., to −G′(xp∗ )

F ′(xp∗ )
Gn,F (xp∗) +Gn,G(xp∗).

Asymptotic normality now follows from the central limit theorem.

Theorem 38 considered uniqueness of the point attaining the infimum, the following final
result focuses the other extreme case where each point is a minimizer:

Theorem 39. Let Fn and Gn be the empirical distribution functions of two independent
random samples X1, . . . , Xn and Y1, . . . , Yn and let T = G ◦ F−1. If F,G are both U(0, 1)
then

√
n(infx(Tn(x)−x)−infx(T (x)−x)) converges to inft∈(0,1)

√
2Bt (with Bt being a standard

Brownian Bridge) and thus has density f(x) = −2x exp(−x2)1(−∞,0](x).

The following final example illustrates Theorem 38.

Example 40 (Example 6 continued). Consider the setting from Example 6 for the case
θ1 = 2 and θ2 = 1. Then it is straightforward to verify that all assumptions of Theorem 38
are fulfilled, that p∗ = 3

4
is the unique minimizer, that xp = F−(p∗) = ln 2, and that the

asymptotic variance σ2 is given by σ2 = 7
16
. The right panel in Figure 4 depicts a histogram

of R = 1.000 samples of the random variable Zn :=
√
n(mTn −mT ) calculated by randomly

drawing independent samples X1, . . . , Xn and Y1, . . . , Yn from X ∼ Ex(θ1) and Y ∼ Ex(θ2)
of size n = 100.000, respectively.

Remark 41. Based on simulations we conjecture that working with Bernstein approxima-
tions or splines it might be possible to derive strongly consistent estimators for wT too. We
plan to tackle this question in the near future.

7. Application: Estimation of the relative effect

In this section we relate our results to the estimation of the relative effect of a random
variable Y on another random variable X. Recall that, for X and Y with distribution
functions F and G, respectively, the quantity

pXY :=

∫
Ω

G ◦X dP(ω) =
∫
R
G(x) dPX(x)

is commonly referred to as the relative effect and appears, e.g., in the rank test of Wilcoxon,
Mann and Whitney for the hypothesis H0 : F = G. If X and Y are independent, then

pXY =

∫
R

∫
R
1(−∞,x](y) dPY (y)dPX(x) = P ({Y ≤ X})
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Figure 4: Left panel: T (magenta) and Tn with n = 100.000 as considered in Example 6; Right panel:
Histogram of R = 1.000 values of Zn with n = 100.000 and density of N (0, 7

16 ).

According to [1], X is called tendentiously larger than Y if pXY > 1
2
, X is called tendentiously

smaller than Y if pXY < 1
2
, and, if pXY = 1

2
, no tendency exists for the values of Y to be

either larger or smaller that those of X.
Considering an i.i.d sample (X1, Y1), . . . , (Xn, Yn) of (X, Y ) it is natural to estimate pXY

by the plug-in estimator

p̂XY =
1

n

n∑
k=1

Gn(Xk) (38)

where Gn denotes the empirical distribution function corresponding to Y1, . . . , Yn. Since Xk

and Yl are independent whenever k ̸= l we obtain

E(p̂XY ) =
1

n

n∑
k=1

E(Gn(Xk))

=
1

n

n∑
k=1

1

n

n∑
l=1

P ({Yl ≤ Xk})
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=
1

n2

n∑
k=1

n∑
l=1,l ̸=k

P ({Yl ≤ Xk}) +
1

n2

n∑
k=1

P ({Yk ≤ Xk})

=
n− 1

n
pXY +

1

n
P ({Y ≤ X})

= pXY +
1

n

(
P ({Y ≤ X})− pXY

)
In case X and Y are independent, it follows from E(p̂XY ) =

n−1
n
pXY +

1
n
P ({Y ≤ X}) = pXY

that p̂XY is unbiased. In presence of dependence between X and Y , however, the estimator
can be biased. In such a situation, the above equation allows to calculate lower and upper
bounds for the relative effect pXY : Since

n− 1

n
pXY +

1

n
mT ≤ E(p̂XY ) ≤

n− 1

n
pXY +

1

n
mT

we obtain

n

n− 1
E(p̂XY )−

1

n− 1
mT ≤ pXY ≤ n

n− 1
E(p̂XY )−

1

n− 1
mT (39)

In manifold situations independence between the two samples is not realistic, in particular in
the case when data is collected from a group of individuals over time. In this case, Inequality
(39) can be used to obtain lower and upper bounds for pXY .

Example 42. For an illustration, let us consider the dataset depression provided in the R
package datarium. The dataset contains the depression score of patients from two groups
(control : 12 patients; treatment : 12 patients) at different points in time (0: pre-test, 1: one
month post-test, 3: 3 months follow-up and 6: 6 months follow-up). We denote by Xik the
observation of patient i ∈ {1, . . . , 12} from group treatment at time k ∈ {0, 1, 3, 6}. Since the
different time points are close to each other, we cannot assume independence of the samples
(Xik)i∈{1,...,12}, k ∈ {0, 1, 3, 6} (Pearson correlation between X.1 and X.6 equals 0.49), such
that the estimator for the relative effect may be biased.
Estimating the maximum probability of a prior default as described in Section 6, the minimum
probability of a prior default according to Corollary 12, and the relative effect following (38),
we obtain

mT p̂X.1X.6 mT

0.1667 0.4167 0.7500

Now, Equation (39) yields pX.1X.6 ∈ [0.3864, 0.4394]. Therefore, we may conclude that the
depression score at time k = 1 is tendentiously smaller than the depression score at time
k = 6.

In presence of dependent data the plug-in estimator (38) may be biased, a fact that
should be taken into account especially in the case of small sample sizes, which are common
in medicine.
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